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As the number of cyberattacks increases year by year, malware detection remains a pressing challenge, as
traditional methods are no longer sufficient due to the dynamic nature of the field. Machine learning comes
as an improvement over traditional approaches, offering better detection capabilities, but it still comes with
two main disadvantages: a lack of interpretability and vulnerability to adversarial attacks. In this study,
we examined the effect of such attacks on a malware detector based on a CharCNN model. Using Grad-
CAM, we identified the most influential character regions in both clean and malicious script samples. These
relevant regions were then inserted into samples of the opposite class to generate adversarial examples. Our
experiments demonstrate a significant drop in detection performance: the accuracy of the CharCNN model
decreased from 99.24% to 85.31% on JavaScript files and from 98.48% to 78.66% on Python files following the
attacks.
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